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1 Tutorial’s subject and relevance to ER

Entity resolution (ER) (a.k.a., entity matching, record linkage, and duplicate
record detection) aims at identifying records that refer to the same real-world
entity from different data sources. As a fundamental task for data cleaning and
data integration [1], entity resolution has been widely applied in knowledge graph
construction [2], e-Commerce [3], etc. Since its inception, it has been extensively
studied by means of various methodologies such as declarative rules [4], crowd-
sourcing [5], and machine learning [6]. Over the past few years, deep learning
(DL) has fuelled fast-paced advances in many established fields such as CV, NLP,
as well as for data management. This trend also brings new opportunities and
challenges to the ER problem. Many DL-based ER models [7, 8] have emerged
to tackle this long-standing problem.

This tutorial aims at providing a focused and multi-faceted review of recent
advances for entity resolution, especially the DL-based ER solutions. As a typ-
ical AI for DB problem, the studies of DL-based ER solution attracted widely
attentions from both AI and DB communities. The core of the interplay is how
to model the table schema and training pipeline. In this sense, it is not only in-
teresting to see how DL techniques are applied to a typical DB problem, but also
how it in turn changes the way DB, as its origin, dealing with the problem. We
first discuss the importance of entity resolution in data cleaning and data inte-
gration, and then review the recent DL-based entity matching models regarding
different schema modeling, i.e., schema-agnostic, hard-schema, and soft-schema.
We analyze their strengths and weaknesses. Moreover, we show two types of ER
pipeline, blocker and matcher pipleline and joint-learning paradigm. We wish
this tutorial could be an impetus towards more AI for DB applications.

2 Target audience, prerequisite knowledge, and learning
goals

Target audience: Anyone who is interested in recent advances in data or schema
integration, and data science.

Prerequisite knowledge: The audience is expected to have some basic un-
derstanding of data management and machine/deep learning. Nevertheless, we
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will cover the necessary technical details in the Background and Preliminaries
section of the tutorial.

Learning goals: The audience will be updated with recent progress of entity
resolution techniques from both DB and AI communities.

3 Tutorial contents and intended structure

The contents mainly consists of five parts. The first part introduces the necessary
background and preliminaries. The second to fourth parts delve into schema-
agnostic, hard-schema, and soft-schema solutions, respectively. The fifth part
introduces ER pipeline under current DL fashion. The sixth part concludes the
tutorial and discusses potential future directions.

3.1 Background and Preliminaries

In the introductory part of the tutorial, we first introduce the concept of entity
resolution and explain its importance in data clearing and integration. Then we
introduce its basics: (1) the definition of schema, tuple, and entity resolution;
(2) a typical ER pipeline: a blocker and a matcher; (3) a brief introduction of
deep learning techniques, including attention mechanism, LSTM, Transformer,
BERT, etc. (4) a summary of the solutions that will be elaborated in the rest of
the tutorial.

3.2 Schema-agnostic Solutions

Schema-agnostic solutions do not use schema information or presume the schema
is agnostic. In this setting, each tuple is treated as a plain text sequence, which
is often known as the unstructured text sequence matching problem that has
been extensively studied, especially in the NLP community. Thus, most schema-
agnostic solutions are directly borrowed from text matching and QA matching
models of the NLP community, with major differences in the chosen of spe-
cific neural networks, e.g., CNN [9] and Transformer [10]. These models often
produce inferior results outside textual tables as being discarded useful schema
information.

3.3 Hard-schema Solutions

Hard-schema ER solutions explicitly exploit schema information in both repre-
sentation and comparison phases. In representation learning, the tuple embed-
dings are schematically generated and organized, i.e., aggregate tokens’ embed-
dings to attributes’, and aggregate attributes’ embeddings to records’. There are
a verity of aggregation functions, e.g., simple averaging [11] , RNN [11] , and
LSTM [11, 7]. In the comparison phase, compare each tuple pair schematically
(e.g., in an attribute-wise manner) using similarity functions such as cosine [11]
or attention-based similarity [7]. The comparison results are then fed into a
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classifier (e.g., SVM [11] or MLP [7]) for the final ER decision. Hard-schema
representation and comparison are too rigorous to flexibly integrate information
scattered across different attributes (e.g., misplaced attributes problem). Fur-
ther, it requires tables’ schema to be identical (i.e., mediate schema), which has
to incur an error-prone and cumbersome schema-mapping step, which hinders
their applications on datasets manifesting high schema heterogeneity.

3.4 Soft-schema Solutions

The soft-schema solutions integrate schema information into representation learn-
ing, besides that, the schema is not entailed in the subsequent steps. Typically,
the schema information are softly encoded into tuple embeddings using various
techniques, e.g., GraphER [12] uses GCN to encode record-attribute-token hier-
archy. In order to be compatible with the current pre-trained LMs fashion (e.g.,
BERT, RoBERTa, ALBERT), BERT-ER [13] adds extra table and attribute en-
codings on the embedding layer. Ditto [14] and EMBER [15] use special tokens
(e.g., [Att: Num]) as add-ons to feed into BERT. Soft-scheme solutions provide
more flexibilities that could be further utilized by the powerful deep pre-trained
LMs, these solutions empirically achieve significantly higher effectiveness than
the aforementioned ones.

3.5 ER Pipeline

In order to reduce the quadratic searching space of entity matching, an ER
pipeline often contains a blocking module. Blocking is a predominant speed-
up techniques to group potentially co-referent tuples into blocks such that the
fine-grained matching are exclusively performed within blocks.

Blocker-matcher Pipeline Blocker-matcher pipeline is the most traditional
ER pipeline, it complies with the filter-and-refine paradigm. Blocking and match-
ing are regarded as two isolated processes and there is no interaction between
them. As being amenable to the distributed representations (i.e., embedding),
hashing-based solutions and nearest neighbor (NN) solutions becomes the de-
facto standard for DL-based ER solutions. Typical hashing-based solutions in-
clude locality sensitive hashing (LSH) [11, 16], and learning to hash [13]. Hashing
approaches pursue a high efficiency. To meet the need for a high recall, deep near-
est neighbor blocker are proposed, e.g., Ditto [14] pick k-NN candidates with a
BERT-based similarity.

Joint-learning Paradigm BERT-ER [13] proposes a joint-learning paradigm
that jointly learns blocker and matcher in a multi-task learning framework. In
this way, the blocker could be aware of the matching features from a shared
BERT encoder, and the model is able to utilize the results of matching to further
rectify the blocking-incurred error. This solution is high effective in facilitating
the performances of both blocking and learning tasks.
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3.6 Future Opportunities

We highlight some potential directions for future research: (1) it is interesting
to build pre-trained models on relational table data using self-supervision. (2)
Exploit the information in dirty and erroneous schema or semi-schema would
be of high practical meaning. (3) Another direction is to explore efficient entity
resolution techniques on massive table collections.
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